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1. Let A = 0 2 0

3 0 2

(1) Find the characteristic polynomial of 4. (10%)
(2) Find all eigenvalues and eigenvectors of A. (10%)

(3) Find an invertible matrix P such that P~'AP = D is a diagonal matrix. (10%)

1 2 3
2. Let A= | 3 1 2 |. Find the inverse matrix A~! of A. (10%)
2 31
(3 2 1 1 47
2 5
3. Let A = 3 + 05
1 1 I 1 &
(4 2 01 2]

(1) Find the reduced row echelon form. rank. and nullity of A. (5%)
(2) Find a basis of the null space of A. (5%)
(3) Find a basis of the row space of A. (5%)

4. Let V' be the vector space of all n x n wmatrices. Given two n X n matrices A and B, let
W-={X €V :AXB = X}. Prove that W is a subspace of V. (10%)

5. Let P, = {ap+ a1z + az? : a, € R} be the vector space of polynomials of degree at most 2,
let T': Py = P, be defined by T'(p(z)) = p(z — 1).
(1) Prove that 7' is a linear transformation. (5%)

(2) Find the matrix for T with respect to the ordered basis {1, z, z%}. (10%)

6. Let V and W be finite dimensional vector spaces, and 7' : V — W be a linear transformation.
Prove that if T" is one-to-one, then dim(V) < dim(W). (10%)

7. Let A be an n x n atrix, and vy,..., vy be eigenvectors of A corresponding to distinct
eigenvalues Ay, ..., A, respectively. Prove that {vy,..., v} is a linearly independent set.
(10%)
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