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(1)(30%) Let X, X5, ..., X, be a r.s.(random sample) from a normal distribution with
mean 4 and variance o 2 derive(# 1)) a 100(1- a )% confidence interval for g
under each of the following conditions : (@) o?isknown, (b5 olis unknown, and (c)
we cannot assume that our random sample comes from a normal distribution, but n is
large. !

Note : Use symbols to représent quantiles, for example, let z. stand for the number that
satisfies P(Z> z.) = a, where Z is a standard normal random variable,

(2)(20%) If Y has a binomial distribution with parameters n and p, then it is obvious

that Y/n is an unbiased estimator of p. To estimate the variance of Y, we generally use -

V =n(Y/n)(1-Y/n). »

(a) Show that V is a biased estimator for the variance of Y,

(b) Modify V slightly to form an unbiased estimator of the variance of Y. (¥} V fRER %
fBIE  BEE b@)ﬂﬂ\ﬁfﬁ:ﬁri °)

(3)(20%) Let X;, X, be i.i.d. Poisson(X) random variables. Use the definition(5 ) of
sufficient statistics to show that

(a) Xi+X; is sufficient for A.

(b) X,+2X, is not sufficient for A.

(4) (10%) Let X, X,, ..., X, be a random sample from a population with the following
probability function: """
P(X=t)=(1-0)2,P(X=1)=1/2, P(X =13) = 0/2,0< @ <1.Find the maximum
likelihood estimator of 6.

|

~ (5)(20%) (a) State the Neyman-Pearson Lemma(${Gl &R » R FRE&HR).

(b) Find a most powerful size « test of Hy: X~ fo(x), where fy(x) is the standard
' 1 - ‘
normal density, against H,: X~ f1(x), where f,(x) = Ee I+ , -0 <x< oo, basedona

sample of size one.




