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(1) (15%) Let X be the mean of a r.s.(random sample) of size n [rom a Normal( 1 ,16) distribution.
Find the smallest sample size n such that (.Y -1, X +1) is a 0.90 level confidence interval for
4 . Given: P(Z<1.28)=0.90, P(Z < 1.645)=0.95, P(Z < 1.96)=0.975, where Z is a N(0,1)
random variable.

(2) (20%) A random sample of size n is taken from a distribution with density

fix)= —;;;- for0sxs 6, Qn(L f{x)=0 otherwise,

(a) Find the MLE( maximum likelihood estimator) of the median of the above distribution.
(b) Is this MLE a minimal sufficient statistic? Explain.
(3) (25%) Consider a r.s. X; ,Xa,...,Xn from a Uniform(0,p) distribution. Let Y, be the largest order
statistic of the sample and X be the sample mean.

(a) (10%) Show that n+l Yoand 2.X are both unbiased estimators of B.
n

(b) (10%) Which of these two estimators is more efficient?
(c) (5%) From an intuitive point of view (JERIENIK), which estimator should be more
efficient? Explain.
(4) (25%) Let X, ,X3,..., X be a r.s. from Bernoulli distribution with unknown p.
(a) (10%) Use the Neyman-Pearson Lemma to {ind the critical region of the uniformly most
powerful test for testing Hp : p=1/3 against 4, : p>1/3.
(b) (10%) Consider the case n=5, and the observed values of Xy . Xs....,.Xs are x;=1, xp=1,
x3=1, x4=0, xs=1. Calculate the p-value of your test.
(c) (5%) Explain in words (JT]—AR/TIRGA#FE) what your p-value means,
(5) (15%) Base ona r.s. of size 1, we want to test the simple null hypothesis that the probability
distribution of X is
X 1 2 3 4 5 6 7
flx) 1 112 112 112 114 16 116 16
against the composite alternative that the probability distribution is
X 1 2 3 4 5 6 7 !
gx) | a3 b3 3 23 0 0 0
where a+b+c=1,
Let a=0.25, find the critical region of the likelihood ratio test and calculate P( type H error).




