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2-47, (1) Let X be a binomial (n,p) r.v. (random variable). Suppose we know that n is either ~

2 or 3 and p is either 1/2 or 2/3, and we have only one observation on X.
(a) Calculate P(X=i), i=0,1,2,3 under all the 4 possible models (n,p)=
| (2,1/2),(2,2/3),(3,1/2),(3,2/3)
(b) Find the maximum likelihood estimate of (n,p).

147(2) Consider a r.s.(random sample) of size 2 from the uniform(0,0) distribution and let
R be the range of this sample, then R has the following density
2 .
)C(t)= { ot (0-1) | o<f<o
0 , otherwise
Use this result to find ¢ so that R<8<cR is a (1-a)100% confidence interval for 0.

24 (3) LetX,,....X, bears. of size n from Normal(y,1) distribution.

(a) Show that X ~1/n is the minimum variance unbiased estimator of fiand

- (b) Find the variance of this estimator.

|49 (4) Let X, ,X, bears. of size 2 from the population with density
'f(l) = {‘910-' L 0<X <

0 ; otherwise
If the critical region x| x ,23/4 is used to test the null hypothesis =1 against the

~

alternative hypothesis 0=2, what is the power of this test at 0=27

247 (5)LetX,,...,X, bears. of size n from a uniform (0-1, 6+1) distribution.

LetU=min(X,,...,X, ) and V=max(X, ,...,X ). Find the mean square error of the

unbiased estimators (a) X (b)(U+V)/2 of 0.




