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1. Let ¥; and Y3 be discrete random variables with bivariate probability mass (or
density) function as

_f i+ w)/9 v =0,1,2and g, =0, 1.
f (i ya) = { 0, otherwise.

A. (15%) Please find the marginal probability mass functions of ¥; and Y5,

B. (10%) Please find the conditional probability mass functions of ¥ given
Yy = yp and ¥, given ¥ = 1.

2. Consider two random variables ¥ and X with joint probability density [unction

N Jyt+r f0Ly<land 0L <1
[(y,2) = { 0, otherwise.

A. (16%) Are Y and X independent or dependent?
B. (10%) Obtain the conditional mean of ¥ given X =z, i.e,, E(V|X = z).
C. (10%) Obtain the conditional variance of Y given X = z,i.e., Var(V|X = z).

3. Under standard classical assumptions, consider the [ollowing regression,
Y= ﬂ-"l:i"*'ﬁi, i = 1,2,"',7l.
where the error term ¢; lias mean 0 and variance o2, and is uncorrelated with z;.

A. (15%) Oblain the least squares estimator of A.

B. (10%) Is this estimator unbiased?

4. (15%) In the following multiple regression,
Yi = ﬁ() + ,[3[3?,'1 -+ [32.’17,'2 + €, g = 1, 2, CE

Explain in details how you test f; = 0 and f; = 17 In particular, state the
hypothesis, the testing procedures, the test statistic (with corresponding degrees

of freedom), and so on.




