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(—) 32 (Multiple Choice): 5*4%=20%
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(1) Suppose a certain mutual fund has an annual rate of return that is approximately
normally distributed with mean {(expected value) 5% and standard deviation 4%.
What is the probability that your 1-year return will exceed 10%. (From Table of the
Standard Normal Distribution, area under 7=2.5 is 0.4938 and Z=1.25 is 0.3944)

(2) 0.0062  (b)0.1056  (c)0.5062  (d) 0.6056

(2) For a simple regression model y, = §, + f,x +¢,, the unbiased estimator of the error

variance is:
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(3) Let X, X;, , X,, be iﬁdependeﬁt random variables that all have the same probability
distribution, with mean 3 and variar-;ce 6. Since we know that X =—’l'—ix,. , then
i
E[ X ]v and Var[ X ] are the valueof - and _____, respectively.
() pnandc®n  (b)pandc’n  (c)pandc®  (d)P/nand &’
(4) The explained sum of squares (SSR=sum of squares regression) is the form of:
(a)};(&, -y O _Z(y,_—;)’ © Yot @ 2

¢
i

(5) If an intercept is present in the regression model, then Z( P, -y)E, =

@0 ®! (@& @)
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(=) HEHETHRE: 8*10=80%

(1) REENARE LBHHRFTERE -4 T REERREER SR
10% FIR2HL TSRS TRRFR:

FIRY)| 10% 20% 30%
HREX)
10 &7t 0.1 0.2 0.1
20 BT 0.1 0.1 0.1
30 #7C 0.1 0.1 0.1

FlR: @) E(Y) (b)) Var(X) (c) Cov(X,Y) (d) E(X/y=20%)
(e) Are X & Y independent?

10%
(2) Suppose that X is a random variable for which E(X)=1, E(X2)=4, and E(X3)=10.
Find the value of the third central moment of X ?

10%
(3) Suppose that x,,..., X, form a random sample from a distribution for which the p.d.f.

f(x/A) is as follows:

A for 0<x<l1

0 otherwise.

f(x//l)={

Also, suppose that the value of 1 is unknown (4 > 0). Find the maximum likelihood

estimator MLE)of 1 ?

10%
(4) The Suppose that weather can be only sunny or rainy (two states).
The Markov chain transition matrix is as follows:

S R
S 107 |03
R 106 |04

(a) As we observed, it is sunny today (Saturday). What is the probability that it will be
sunny on both Tuesday and Wednesday.

(b) Suppose the probability that it will be sunny on tomorrow (Sunday) is 0.3.
Determine the probability that it will be rainy on Wednesday.
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10%
(5) For the case of the first order autocorrelation :
Yo=p+ X, +e
{e, = pe,_, +Vv, where —-1<p<1 & v, is white noise
o,

Prove that Var(e,)=o! =—*~

10%

(6) The observations of y and x are as following:

X 1 2 3 4 5 6
y 4 6 7 7 9 11
a) Use the formulas for the least squares estimates to computer the least squares

estimates of the slope and the intercept.
b) Use the least squares estimates from (a), computer the least squares residualsé, . Find

their sum.

10%
(7) In an estimated simple regression model, based on 24 observations, the estimated slope
parameter is .310 and the estimated standard error is .082.
a) Test the hypothesis that the slope is zero, against the alternative that it is negative, at
the 5% level of significance. Draw a sketch showing the rejection region.
(Critical t-value: ¢, =-1.717)
b) Test the hypothesis that the estimated slope is 0.5, against the alternative that it is not,
at the 5% level of significance.
(Critical t-value: 1r, = £2.074)

10%
(8) Suppose that a simple linear regression has quantities R? = 0.7911, SST = 552.36 and
T=20.Find &° '




