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1. Let Cy and C; be independent events with P(C;) = 0.6 and P(C;) = 0.3.

Compute () P(C1 U C3) (b) P(Ci N Cy) (c) P(C} 1 C) (d) P(CyU CY),
where A is called the complement of A. (20%)

2. Let X be a random variable such that Pr(X < 0)=0 and let 4 =E(X) exist.

Show that Pr(X > 2u)< 1. (10%)

3. Let X and Y have the joint probability density function ( p.d.f) f(z,y) =

6(1-z-1y),0<2,0<y,z+y <1, and zero elsewhere. Compute Pr(2X +
3Y < 1) and E(XY + 2X?). (10%)

4. Let X be a random variable such that E(X2™)=Cm . — 1 23 . and

2mml!))

E(X?™~1)=0, m = 1,2,3.... Find the moment generating function ( m.g.f.)
and the p.d.f. of X. (20%)

5. If the independent variables X; and X, have means p;, u; and variances

o?,03, respectively. Find the mean and variance of the product Y = X X,.

- (10%)

6. Let X3,Xa2, - +,X, be a random sample from a distribution with mean mu

and variance o2. Consider the second differences

Zj = X4y —2Xj41 + X, J=12,---,n-2.
n—-2 .
Compute the variance of the average, Z - ] 5 of the second differences.
i=1

(10%)
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7. Let Y, denote the nth order statistic of a random sample of size n from a
uniform distribution on the interval (0,6). Prove that Z, = \/¥; converges in
probability to v6. (10%)

8. Let Y1,Y3,-- -, Y, be the order statistics of a sample of size n from an exponen-
n

tial distribution with parameter g = 1. Find that E[H(n -1+ 1)Y; - Y1),
=1 ’

where Yy = 0. (10%)




