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I. (18%) Prove that the least-squares slope estimator in the two-variable regression

model is unbiased.

2. (30%) Let X,, X,,..., X, represent a random sample from each of the
distributions having the following probability density functions:
(a) f(x;&) =" 0<x<1,0<8 <o, zero elsewhere. ‘

b f(x0)= (%)3_”9,0 < x <0 <8 <o, zero elsewhere.

In each case find the maximum likelihood estimator @ of 8.

3. (10%) If X is normally distributed with mean g and variance o2, find a

transformation of X that has the chi-square distribution with 1 degree of freedom.

4. (24%) To study the demand for housing, the following regression model was
specified: .
InQ =g+ p,(nPy+ p,(In¥)+e 48!
where Q = measure of quantity of housing in square feet consumed by each of 3,120
families per year,
P = price of unit of housing in family’s locality,
Y = measure of family income.

The estimation results were (standard errors are in parentheses):
lnAQ =4.17+-0247(In P)+0.96(InY) R*=0371
0.41) 0.017) (0.026)

(a) How large is the price elasticity of demand?

(b) Is the price elasticity significantly different from zero or nol? Explain.
(c) How large is the income elasticity? .
(d) 1s the income elasticity signiﬁcunﬂy different from one? Explain.

5. (18%) Now suppose that we wish to know whether the demand for housing of
blacks differs from that of whites. We thus expand the model given in equation (1)
to allow for different slopes and intercepts. The expanded model is:

nQ = B, +e, D+ B,(InPY+ a,(D)In Py + By(InY ) + oy (D)InY) + & (2)

Let D denote a dummy variable which is equal to 1 for black households and 0

otherwise. By using the same data as in Question 4, the estimation results were

(standard errors are in parentheses):
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InQ=4.17+ ((33)2 1(n )+ (36%32]9(]n Y)+ 9{,92,6(])) 95,(1)6],?([))““ Py+ %}240)1(1))(111 Y)

(0.11)
R* =0.380
(a) Do the ttests on each of the individual coeflicients of the terms involving the

dummy variables show to be significantly different from zero at the five percent
level?

(b) How would you test the null hypothesis that the dummy coelTicients are all jointly

equalto zero ( Hy: o, = @, =, =0) by using R’ from estimation results of

equations (1) and (2)? Given [, 5,14y005 = 2-00, can we reject the null hypothesis at

the 5 percent level of significance?

(c) Now we wish to test the null hiypothesis that the income elasticity ol demand for

housing of blacks is equal to 1. Under the null hypothesis f, 4+, = 1. Substituting

a, =1~ f3, into the expanded model and rewriting, we obtain the restricted model:
InQ -~ (DYIn¥)= B, +a, D+ B,(InP) + o, (DYIn P) + By[in ¥ = (D)InY )]+ &

The R* associated with the restricted model (which has one restriction) is 0.3785.

Calculate the relevant F statistic. How big is the critical value at the S percent level of

significance? Can we reject the null hypothesis?




