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2. Consider the following wages-productivity regression for the United States for the period 1959-1998

T =1523940.6716InX,
se. (0.0762)  (0.0175) R*=0.9747 DW =0.1542

Where X=index of output per hour (1992=100) and Y=index of real compensation per hour (1992=100)
(2) (5 % )Ylhere could be an autocorrelation problem in the above estimation. Which assumptions of classical
linear regression model (C1.RM) have been violated when this problem did occur?
(h) (10 4) Ts there positive or negative first order autocorrelation in this estimation? Please show your
hypothesis testing. (a =0.05)

(¢) (10 H)What is the remedial measure {or this problem?

3. In a regression of research and development expenditure (RD) on sales (8) for 22 industry groupings in
‘Taiwanese manufacturing indusiry, the following regression results were obtained:

RP, =192.99314.0.03195,
se. (533.9317) (0.0083) . R’ =0.4783

Regression (1)

Regression (2) (—RL)) 24668 1003104,

se. (38!.!2\8/5) (0.0071) R? = 0.3648
(a) (5 %) Going from regression (1) to regression (2), the researcher seems to worry about the problem ol
lieteroscedasticity. Which assumptions of classical linear regression model (CLLRM) have been violated when
this problem did occur?
(h) (10 %) What assumption is made by the researcher about the nature of heteroscedasticity? Can you justify it?
() (5 %) Compare the results of these two regressions. [las the transformation of the original model improved

the results? Why or why not? 5 oo
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4. Consider the following wage-determination equation for the British economy for the period 1950-1969:
W= B BV X BM, v BM, 4,

Where W = hourly wages and salarics per employee (unit: pounds)
V =unfilled job vacancies in Great Britain as a percentage of the total number
of employees in Great Britain. (unit:%)
X = gross domestic product per person employed (unit: pounds)
M = Import prices (unit: pounds)

M1 = import prices in the previous year. (unit: pounds)

The estimate result is as follows:

W, =1.073+5.288V, - 0.116.X, +0.054M, -+ 0.046 M, ,
se (0.797)(0.821) (0.111)  (0.022) (0.019)
R*=0.934 df =14

(a). (10 4) Please interpret the slope terms of the preceding equation,

Please compute the elasticity of wages and salaries per employee with respect 1o the current import prices.
{c). (10 ) If the estimated covariance between [, and f; is 0.00015. Plcase test the hypothesis that the impacts
of current import price and import prices in the previous year on hourly wage are the same. (a = 0.05)
(d). (10 %) Please test the overall significance of the observed regression. (a = 0.05)

Table 1. Percentage points of the ¢ distribution
Example Pr(t>2.160)=0.025 when degree of freedom(df)=13

(5). (5 4) If the average hourly wage rate W = 3 pounds, and the average cwrrent import price }\7, = 1.5 pounds.

Pl\\m\ 13 14 15 60 100|120

0.025 2.160 2.145 2.131 2.000 1.984 1.980

0.0s 1771|1761 [ 1753|1671 | 1.660 | 1.658

Table 2. Upper percentage points of the F distribution

Example Pr(F>4.67)=0.05 for N;=1and N;=13

df for df  for numerator N

denominator | 1 2 3 4 5
N,

13 4.67 3.81 3.41 3.18 3.03
14 4.60 3.74 3.34 3.1 2.96
15 4.54 3.68 3.29 3.06 2.90

k=1 k’=2
n | dyg dy dy dy
40 | 1.442 1.544 1.391 1.600

Table 3. Durbin-Watson d statistic: Significance points of dy, and dy at 0.05 level of significance




