7] Bz g i #H M # 4

ST R 95 A A - P4 A R 2K &1

WA B I TV
RS
AR | R

I. Let 4 and B be eveits such thal P(ANB)=1/4, P(A%) =1/3, and P(B) =1/2, where A% is the
complement event of A, What is P(AuB) 7 (10%)

2. Torevents 4 and B, prove that P(AN B) = P(A) + P(B) - 1 (10%)

3. Choose independently two real numibers B aud C at random from the interval [~1, 1] with
uniform distribution, and consider the quadratic equation x>+ Bx + C = 0. Find the probability
that the roots of this equation arc both real. (10%)

4. Find integers n and m such that the following cquation holds. (liint: consider a recursive
binomial coefficient formula)  (10%)
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5. Let U, ¥ be random numbers chosen independently from the interval {0, 1] with uniform
distribution. Find the cumulative distribution and density functinus of vanable Y= U+ V.
(10%)

6. Prove that for any three events A, B, and C, each having positi ve probability,
P(ANBNC) = P(A) - P(B|A) - P(C|ANB) (10%)

7. Consider joint density function fyy(x, y)=(1+x-y)/8,0-1x<2,0<y<2 of random
variables X and Y. Prove or disprove that X and Y are indepondent.  (10%)

8. Let X and ¥ be random variables with positive variances, The covariance of X and Y is defined
as Cov( X, V') = E((X-I{X)) (Y-I(Y)) ), and the correlation »f X and Y is defined as

PLYLY) = Con(X,Y)/ o  (X)a i (Y) . Show that

@) oM X+ =0 (X)+a (V) +2Cov(X,Y) (10%)
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9. Recall that the moment generating function g.(7) for rando, n variable X is defined as
o k
— fl g ok R . .
ge(nN= LL;I—— = E(e"), where 1, = E(X*), provided Il e series converges. Suppose X is
k=0 /¢ :

A

has range [ 0, o0 ) and density function f, (x) = Ae™ (cxpo 1ential clensity with parameter

~ A). Compute gx(f) and i, for k=1,2,3. (10%)




