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1. 20% For the 11‘;at1‘ix
1 -1 0
M=1{_.1 2 3
0 -1 1

(a) Find the eigenvalues and eige’nvectors.
(b) What is the answer of S~'MS, where S is the matrix whose columns are the eigenvectors of M.

2. 30% For the matrix
1 0 2
11 4 .

(a) Find a basis for the nullspace N(A) and a basis for the rowspace R(AT)

A=

(b) Show that nullspace N(4) and the rowspace .‘R(AT) are orthogonal.
(c) Prove that the nullspace and the rowspace of any matrix are orthogonal.
3. 20% Suppose A is a symmetric n xn matrix with different eigenvalues A, -+ -, A, and normalized
eigenvectors 1, - -, Z,.
(a) Show that 2Tz, =0, Vi # j.
(b) Prove that A = A\zja] + Mzoad + - + Az,2?
4. 20% For the matrix .
012

A=1001
000

We can find a nonsingular matrix M such that A is similar to J, where J = M~'AM and J is in
Jordan form. What is the matrix J and M ? (Hint: Solve AM = MJ for columns of M. You can
find two columns of M in the columns of A.)
5. 10% Let A be a m x n matrix with rank n and column space R(A). For any vector b in R™, we
say that the projection of b onto the column space R(A) is Az if the Euclidean distance ||b — At||
for any t in R" is minimized when ¢t = . S
(a) Find the solution xz such that Az is the projection of b onto R(A). (Hint: Differentiate (b —
Az)T(b — Az) with respect to the vector 7 to have an equation.)
(b) The projection Az in (a) can be represented as Hb where H is a m x m projection matrix,

argue that H? = H, and then show the eigenvalues of H are 0’s or 1’s. (Hint: The projection of

Az onto R(A) is itself.)




