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1. (10%) Let A4, 4,, 4, be independent event with probabilities ,respectively. Find

1 11
743
P(4,U4,U4,)
2. (20%)Consider the bivariate density function f (x, y) = c¢(x” + xy),0<x<1,0<y<1
(1) Find c=?
(2) Find the conditional density of Y given X
(3) Find Var(Y|X=x) .
3. (15%) Suppose that the moment generating function of a random variable X is given by
2t
M) = —3—_6_—; (< 1’“73 .
(1) Find the probability mass function.
(2) Find Var(X).

4. (20%) Let X,, X, be random sample of size 2 from a distribution with pdf

—e*? Q<x<o

J(.0)=10 o  Celsewhere

(1) Find the pdf of the random variable ¥ =X, + X,

(2) Itis desired to test the simple hypothesis H,:6=2 against the
alternative composite hypothesis #,:6 > 2. The critical region is
C={(x,x,):9.5<x, +x, <o0}.

Find size of the test and the probability of type II error of the test when
0=06,>2 _
5. (20%) A random experiment that result in a success with probability 4,
0<6 <1, and a failure with probability 1-6 is called a Bernoulli experiment.
If the statistician had decided to take as many observations as needed to get
the first success. Let Y denote the number of needed observations. Base on Y,
(1) Find the maximum likelihood estimator (m.l.e.) of1/4. Is the m.L.e. an

unbiased estimator of 1/9 ?
(2) Find the m.Le.of P(X>k) .

6. (15%) Let X,,X,,...X, berandom sample of sizen, »n>1, from a distribution
thatis B(, p). |
(a) Find approximate 100(1-2)% confidence interval for p

(b) How large a sample is required to estimate p so that with 95% confidence
the maximum error of estimate of p is 0.04 (p is unknown)




