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(15%) A fair die is thrown twice. A is the event "sum of the throws equals 4,” B is "at least
one of the throws is a 3.”
(a) Calculate P(A|B).

(b) Are A and B independent events?

(15%) Let X and Y be two independent Bernoulli(p = %—) random variables. Define random
variables U and V by: U=X+Y and V = | X - Y.
(a) Determine the joint and marginal probability distributions of U and V.

(b) Find out whether U and V are dependent or independent.

(15%) Suppose we choose arbitrarily a point from the square with corners at (2,1), (3,1), (2,2),
and (3,2). The random variable X is the area of the triangle with its corners at (2,1), (3,1), and

the chosen point. Compute E[X].

(20%) Let Xy,---, X, be a random sample from the uniform distribution over the interval I.

(a) IF I = [, B] (with & and 8 unknown, o < ). Find the maximum likelihood estimates
(MLEs) for o and .

(b) IF I = [0 — 1,0 + 1]. Find the MLE for 6.

(20%) Let X be a random variable with mean g and finite variance 0?. We want to test the
hypotheses

Hy : p = po versus Hy : p > po,
where pg is specified. Let X1, - -+, X,, be a random sample from the distribution of X and denote

the sample mean and variance by X and S2, respectively.

(a) Find the decision rule with the approximate size « of the test.

(b) Find the approximate power function of the test.

(15%) Suppose we have a dataset x1, - - -, z,, that may be modeled as the realization of a random

sample X1, .-+, X, from an Exp()\) distribution, where A is unknown. Let S, = Xj + -+ + X,,.
Construct a 90% confidence interval for A when n = 20. (The quantiles of the Gamma(20,1)

distribution are qg.05 = 13.25 and gg95 = 27.88. Denote the value of the sample mean by Zog).




